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1 Two Examples of Regularity Structures

We discuss two models for our theory before treating our ill-posed PDEs.

1.1 Finite Taylor Polynomials

Example 1.1. Let A = N, T = R[X1, . . . , Xd], with Tr = 〈Xk : |k| = r〉, and ‖ · ‖r the
standard Euclidean norm. Recall that Γx,y = Γx−y, with Γh(P (X)) = P (X +h1). For our
model, (Πa(P (X)))(x) = P (x − a). This gives the model M = (Π,Γ). We now specify
CγM = {f : Rd →

⊕
r<γ Tr | ‖f(x)− Γx,yf(y)‖r . |x− y|γ−r}.

We claim that for any γ > 0, CγM is isomorphic to Cγ(Rd). Let us assume that γ = n+γ0
with n ∈ N and γ0 ∈ (0, 1). Then f ∈ CγM means that f(x) is a polynomial of degree at
most n i.e. f(x) =

∑
k:|k|≤n ak(x)Xk, with (setting h = x− y so that x = y + h)∥∥∥∥∥∥

∑
k:|k|≤n

ak(y + h)Xk −
∑

k:|k|≤n

ak(y)(X + h1)k

∥∥∥∥∥∥
r

. |h|γ−r.

For example, if r = n, ∑
k:|k|≤n

|ak(y + h)− ak(y)| . |h|γ0 ,

which means that when |k| = n, ak(y) is γ0-Hölder. More generally,

∑
|`|=r

∣∣∣∣∣∣∣∣a`(y + h)−
∑
k:k≥`
|k|≤n

(
k

`

)
ak(y)hk−`

∣∣∣∣∣∣∣∣ . |h|
γ−r.

To ease the notation, assume d = 1 and r = n− 1. Then we get

|an−1(y + h)− an−1(y)− nan(y)h| . |h|γ0+1
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Divide by h and send h → 0 to arrive at: an−1 is differentiable, and d
dyan−1 = nan.

Inductively, we can show that

ak(y) =
1

k!
∂ka0(y).

In summary,

f(x) =
∑
|k|≤n

ak(x)Xk ∈ Cγ0+hM ⇐⇒ a0 ∈ Cγ(Rd), f(x) = Taylor expansion of deg n of a0.

Remark 1.1 (Whitney expansion). Imagine that a closed set K ⊆ Rd is given and we
assign a polynomial f(x) as above to each x ∈ K. If for x ∈ K the bound∥∥∥∥∥∥

∑
k:|k|≤n

ak(y + h)Xk −
∑

k:|k|≤n

ak(y)(X + h1)k

∥∥∥∥∥∥
r

. |h|γ−r.

holds, then f(x) can serve as a candidate for the Taylor expansion of a suitable function
a0 : Rd → R such that for x ∈ K, f(x) is indeed its Taylor expansion.

1.2 The Gubinelli derivative

Example 1.2. Pick α ∈ (1/3, 1/2), and choose A = {α− 1, 2α− 1, 0, α}. Note that r = 1,
i.e. the integer −1 is the best lower bound for A. We define

T0 = 〈1〉, Tα = 〈X1, X2, . . . , X`〉,

Tα−1 = 〈Ẋ1, Ẋ2, . . . , Ẋ`〉, T2α−1 = 〈Ẋi,j : 1 ≤ i, j ≤ `〉,
so T =

⊕
β∈A Tβ has dimT = (` + 1)2. Here, these are all just formal symbols, but we

have written the notation to be suggestive. Next, G = {Γh : h ∈ R`} with

Γh1 = 1, ΓhX = X + h1,

ΓhẊ = Ẋ, ΓhẊ = Ẋ + h⊗ Ẋ.
Next, we define a model. Given a rough path x = (x,X) ∈ Rα,2α, i.e. x : [0, T ] → R`,

X(s, t) ∈ R`×`, and Chen’s relation. We build a model as follows:

(Πs1)(t) = 1, (ΠsXi)(t) = xi(s, t) = xi(t)− xi(s),

(Πs(Ẋi))( ψ︸︷︷︸
∈D

) = (ẋi)(ψ) = −
∫
ψ̇(t)xi(t) dt,

(ΠsẊi,j)(ψ) = (Xi,jt (s, ·))(ψ) = −
∫
ψ̇(t)Xi,j(s, t) dt.

Next, we have
Γs,s′ = Γx(s′,s).

We need to verify a number of things:
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• 〈Πs, ϕ
δ
s〉 =

∫
((x(t)− x(s))ϕ( t−ss )1δ . δα, which follows from x ∈ Cα.

• Similarly,

(Πs(Ẋ)(ϕδs) = −
∫

d

dt
ϕs(t)X(s, t) dt = −1

δ

∫
ϕ̇(θ)X(s, s+ δθ) dθ.

Hence,
|(ΠsẊ)(ϕδs)| . [X]2αδ

2α−1‖ϕ‖C1 .

• Next, we need to check Πs′ = ΠsΓs,s′ . Indeed,

(Πs′Ẋ)(ψ) = −
∫
ψ̇(t)X(s′, t) dt,

(ΠsΓs,s′Ẋ)(ψ) = −
∫
ψ̇(t)(X(s, t) + x(s′, s)⊗ x(t)) dt

Since ψ is of 0 average,

= −
∫
ψ̇(t)(X(s, t) + x(s′, s)⊗ x(s, t)) dt

= −
∫
ψ̇(t)(X(s, t) + X(s′, s) + x(s′, s)⊗ x(s, t)) dt

By Chen’s relation,

=

∫
ψ̇(t)X(s′, t) dt,

as desired.

Next, we examine C2αM . Assume Y ∈ C2αM is of the form

Y (t) = y(t)1 + ŷ(t) ·X.

We claim that T ∈ C2αM if and only if y = (y, ŷ) ∈ Gα,2α(x) (i.e. ŷ is a Gubinelli derivative
of y). Indeed,

‖Y (t)− Γt,t′Y (t′)‖r . |t− t′|2α−r.
This is

‖y(t)1 + ŷ(t) ·X − (y(t′)1 + ŷ(t′) · (X + x(t′, t)1))‖ . |t− t′|2α−1.
Choose r = α. Then

|ŷ(t)− ŷ(t′)| . |t− t′|α,
i.e. ŷ ∈ Cα. Next, choose r = 0. We get

|y(t)− y(t′)− ŷ(t′)x(t′, t)| . |t− t′|2α.

Imagine that we want to make sense of y · dx. This should really be the realization of
Y · Ẋ. We will give a candidate for the abstract multiplication and recover our previous
results using the reconstruction theorem.
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